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The Grassmannian

Definition

The Grassmannian, G`,m(V ) is the collection of all subspaces of
dimension ` of a vector space V of length m.
In particular, we take V = Fm

q .



Hermitian Matrix

Definition

A matrix H is Hermitian if H = HT .
This gives the property that the entries on the main diagonal are
over Fq and the others are over Fq2 , with the entries opposite each
other across the main diagonal being conjugates of each other.

For example, over Fq2 , H is a 3× 3 Hermitian matrix where
a, b, c ∈ Fq and x , y , z ∈ Fq2 .

H =

 a x y
xq b z
yq zq c


Over Fq2 , the conjugate is equal to taking x̄ = xq.



Hermitian Form

Definition

Let V be a vector space over F. Let B : V × V → F satisfying:

I B(x + x ′, y) = B(x , y) + B(x ′, y)

I B(x , y + y ′) = B(x , y) + B(x , y ′)

I B(αx , y) = αB(x , y)

I B(x , αy) = ᾱB(x , y)

We say that B is a sesquilinear or Hermitian form.

Any Hermitian form B is represented B by a map

B(x , y) = xHȳT

where x , y ∈ V and H is a Hermitian matrix.



Polar Hermitian Grassmannian

Definition

Let V be a vector space of dimension m over the field F. Let B be
a Hermitian form. Let W be a subspace of V . We say W is totally
isotropic with respect to the Hermitian form B if W is a maximal
subspace of V satisfying

B(v ,w) = 0,∀v ,w ∈W .

Definition

Let V be a vector space of dimension m over the field F. Let B be
a Hermitian form. Let ` ≤ m

2 . The Polar Hermitian Grassmannian
H`,m is defined as the set of isotropic spaces of G`,m. That is

H`,m := {W ∈ G`,m | B(v ,w) = 0∀v ,w ∈W }.



Minors

To construct our code, we will use minors. For example, consider
the following generic 3× 6 matrix X and its corresponding minors
of the form detI (X ) where we take I to be a subset of size 3 of the
columns of X .

X =

x11 x12 x13 x14 x15 x16

x21 x22 x23 x24 x25 x26

x31 x32 x33 x34 x35 x36


The set {1, 2, 3} ⊆ {1, 2, 3, 4, 5, 6} is denoted by 123 and its
corresponding minor would be

det123(X ) =

∣∣∣∣∣∣
x11 x12 x13

x21 x22 x23

x31 x32 x33

∣∣∣∣∣∣



What is a Code?

Linear Code

A linear code is a subspace C ≤ Fn
q.

I n is the length of the code

I k = dimFq(C ) is the dimension of the code

I d is the minimum distance of the code

We say C is an [n, k , d ]q code.

Minimum Distance

The minimum distance of a code is the smallest distance
(Hamming distance) between any two codewords. The Hamming
distance counts the number of characters which differ between the
corresponding positions of two codewords. So if we had (0,1,0,0,1)
and (0,1,1,0,0), the distance is 2.



Code Construction

We build the Polar Hermitian Grassmann Code by making use of a
projective embedding called the Plücker embedding, which is
performed as follows:

I For each `–space, W ∈ H`,m, take a `×m matrix, MW ,
whose rowspace is W .

I A codeword is given by evaluating an Fq2–linear combinations
of `-minors on each representative MW .



Known Information About Polar Hermitian Grassmann
Codes

Cardinali and Giuzzi[4] proved results about the Line Polar
Hermitian Grassmann Codes, which are the ` = 2 case. For
example,

C (H2,4) is a [q4 + q3 + q + 1, 6, q4 − q2] code.

In fact, [4] calculates the minimum distance for C (H2,m)



Known Results

I have very recently made aware of [2]. De Bryun and Pralle [2]
classified all hyperplanes of DH(5, q). The geometric hyperplanes
of DH(5, q) are in correspondence to the codewords of C (H3,6).
The weight spectrum of C (H3,6) is known.
Our contrubution is:

I We offer an elementary approach using polynomial
evaluations.

I Our approach may be generalizable to higher dimensions.

I We may also apply it to other polar Grassmannians.



Auxiliary lemmas

Lemma

Let P(T ) = T q+1 + aT q + bT + c be a polynomial over Fq2 . If
b 6= aq then P(T ) has at most 2 zeroes over Fq2

Lemma

Let P(T ) = aT q + bT + c be a polynomial over Fq2 . If
bq+1 6= aq+1 then P(T ) has at most 1 zero over Fq2

Lemma

Let a, b,S ,T , λ ∈ Fq2 , where
aq + a = 0,bq + b = 0,Sq + S = 0,T q + T = 0 λ 6= 0. Then

I (S + a)(T + b) = 0 has 2q − 1 solutions over Fq2 .

I (S + a)(T + b) = λ where λ ∈ F∗q has q − 1 solutions over
Fq2 .

I (S + a)(T + b) = λ where λ ∈ Fq2 \ Fq has no solutions over
Fq2 .



Choice of Hermitian form

We use the Hermitian form given by

B(x , y) := xJȳT

where

J =



0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0


Cardinali and Giuzzi [3, 5] and De Bruyn [1] use a different form.
However, the resulting codes are equivalent.



Pivot sets

The main advantage of the Hermitian form given by J is that we
may partition the matrices in L representing the totally isotropic
spaces of H3,6 into 8 Schubert cells.

{∗ ∗ ∗ 0 0 1
∗ ∗ ∗ 0 1 0
∗ ∗ ∗ 1 0 0

},

{∗ ∗ 0 ∗ 0 1
∗ ∗ 0 ∗ 1 0
∗ ∗ 1 0 0 0

}, · · ·
We classify the matrices according to their pivot columns (hence
the name pivot sets).



Schubert cell structure

P1 =

{ a1 a2 a3 0 0 1
−aq2 a4 a5 0 1 0
−aq3 −aq5 a6 1 0 0

}

where aq1 + a1 = aq4 + a4 = aq6 + a6 = 0, ai ∈ Fq2

P2 =

{ b1 b2 0 b3 0 1
−bq2 b4 0 b5 1 0
−bq3 −bq5 1 0 0 0

}

where bq1 + b1 = bq4 + b4 = 0, bi ∈ Fq2



P3 =

{ c1 0 c2 0 c3 1
−cq2 0 c4 1 0 0
−cq3 1 0 0 0 0

}

where cq1 + c1 = cq4 + c4 = 0, ci ∈ Fq2

P4 =

{ d1 0 0 d2 d3 1
−dq

2 0 1 0 0 0
−dq

3 1 0 0 0 0

 | dq
1 + d1 = 0, di ∈ Fq2

}

Note that the submatrices outside the pivot columns are
skew–Hermitian.



P5 =

{0 e1 e2 0 1 0
0 −eq2 e3 1 0 0
1 0 0 0 0 0

 | eq1 +e1 = eq3 +e3 = 0, ei ∈ Fq2

}

P6 =

{0 x1 0 x2 1 0
0 −xq2 1 0 0 0
1 0 0 0 0 0

 | xq1 + x1 = 0, xi ∈ Fq2

}

P7 =

{0 0 y1 1 0 0
0 1 0 0 0 0
1 0 0 0 0 0

 | yq1 + y1 = 0, y1 ∈ Fq2

}

P8 =

{0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

}



Example

To show the usefulness of this partitioning, we show:

Lemma

wt(det236 − det456) = q9 − q7



Evaluating det236 − det456 on P1

The partition P1 =

{ a1 a2 a3 0 0 1
−aq2 a4 a5 0 1 0
−aq3 −aq5 a6 1 0 0

 | aq1 + a1 =

aq4 + a4 = aq6 + a6 = 0, ai ∈ Fq2

}

Note that f (MW ) =

∣∣∣∣∣∣
a2 a3 1
a4 a5 0
−aq5 a6 0

∣∣∣∣∣∣−
∣∣∣∣∣∣
0 0 1
0 1 0
1 0 0

∣∣∣∣∣∣ = a4a6 + aq+1
5 − 1.

For the q5 values of a1, a2 and a3, f is determined by the values of
a4, a5 and a6. We note that f (MW ) = 0 if a4a6 = −aq+1

5 − 1.
Through auxiliary lemmas we may prove that there are at most
q8 + q6 solutions to the equation. Therefore
wtP1(f ) = q9 − q8 − q6.



Evaluating det236 − det456 on P2

Along P2, the matrices look as such P2 ={ b1 b2 0 b3 0 1
−bq2 b4 0 b5 1 0
−bq3 −bq5 1 0 0 0

 | bq1 + b1 = bq4 + b4 = 0, bi ∈ Fq2

}

Note that f (MW ) =

∣∣∣∣∣∣
b2 0 1
b4 0 0
−bq5 1 0

∣∣∣∣∣∣−
∣∣∣∣∣∣
b3 0 1
b5 1 0
0 0 0

∣∣∣∣∣∣ = b4.

For the q7 values of b1, b2, b3 and b5, f is determined by the value
of b4. For the q − 1 nonzero values of b4, f has a nonzero
evaluation. Therefore wtP2(f ) = q8 − q7.



Evaluating det236 − det456 on P3

Along P3, the matrices look as such

P3 =

{ c1 0 c2 0 c3 1
−cq2 0 c4 1 0 0
−cq3 1 0 0 0 0

 |cq1 +c1 = cq4 +c4 = 0, ci ∈ Fq2

}

Note that f (MW ) =

∣∣∣∣∣∣
0 c2 1
0 c4 0
1 0 0

∣∣∣∣∣∣−
∣∣∣∣∣∣
0 c3 1
1 0 0
0 0 0

∣∣∣∣∣∣ = c4. For the q5

values of c1, c2, and c3, f is determined by the value of c4. For the
q − 1 nonzero values of c4, f has a nonzero evaluation. Therefore
wtP3(f ) = q6 − q5.



Evaluating det236 − det456 on P4

Along P4, the matrices look as such

P4 =

{ d1 0 0 d2 d3 1
−dq

2 0 1 0 0 0
−dq

3 1 0 0 0 0

 | dq
1 + d1 = 0, di ∈ Fq2

}
For any matrix MW ∈ P4 then f (MW ) = −1 This implies that for
all q5 values of d1, d2 and d3, f (MW ) = −1 6= 0. Therefore
wtP4(f ) = q5.



Evaluating det236 − det456 on P5,P6,P7,P8

The evaluation is f (MW ) = 0 in all remaining pivot sets.

P5 =

{0 e1 e2 0 1 0
0 −eq2 e3 1 0 0
1 0 0 0 0 0

 | eq1 +e1 = eq3 +e3 = 0, ei ∈ Fq2

}

P6 =

{0 x1 0 x2 1 0
0 −xq2 1 0 0 0
1 0 0 0 0 0

 | xq1 + x1 = 0, xi ∈ Fq2

}

P7 =

{0 0 y1 1 0 0
0 1 0 0 0 0
1 0 0 0 0 0

 | yq1 + y1 = 0, y1 ∈ Fq2

}

P8 =

{0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

}



Calculating the Weight

Adding all the weights, we have
wt(f ) = wtP1(f ) + wtP2(f ) + wtP3(f ) + wtP4(f ) = q9 − q7.



Results

Our main result is the following:

Theorem

The minimum distance of the Polar Hermitian Grassmann code
C (H3,6) is q9 − q7.



Proof Sketch and Key Ideas

Definition

For I ⊆ {1, 2, 3, 4, 5, 6} denote by

I ∗ := {7− j | j 6∈ I }

Lemma

Let P denote the pivot set of a given partition Pi of H3,6. Let MW

be a matrix representative of W ∈ P. Then detI∗(MW ) and
detI (MW ) are ”transposes“ of each other.



Proof Sketch and Key Ideas

On

P1 =

{ a1 a2 a3 0 0 1
−aq2 a4 a5 0 1 0
−aq3 −aq5 a6 1 0 0

}

where aq1 + a1 = aq4 + a4 = aq6 + a6 = 0, ai ∈ Fq2

Let I = {2, 3, 4}. I ∗ = {7− 1, 7− 5, 7− 6} = {1, 2, 6}

detI =

∣∣∣∣a2 a3

a4 a5

∣∣∣∣, detI∗ =

∣∣∣∣−aq2 a4

−aq3 −aq5

∣∣∣∣
In this case detI∗ = detqI
On P2 the relation becomes detI∗ = −detqI



Proof Sketch and Key Ideas
Goal: take f = f123det123 + f124det124 + · · ·+ f456det456 and
determine the least number of spaces where the evaluation is
nonzero.

We sketch our proof of the minimum distance as follows:

I We use the automorphisms of H3,6 to assume that det123 has
coefficient 1 and det234, det134, det136 have coefficient 0.

I The auxiliary lemmas imply that if det126, det125, det235 don’t
have coefficient 0 then the combination has more than
q9 − q7 nonzero elements on the pivot sets.

I Likewise det124, det135, det236 may be assumed do not appear
in f .

I Studying the equation det(X) + Tr(AX) + γ = 0 for X a 3× 3
skew–Hermitian matrix, show that in order for
wt(f ) ≤ q9 − q7 then f is equivalent to a combination with
only five possible minors 123, 145, 246, 356 and 456.



Acknowledgements
This research is supported by NSF-DMS REU 1852171: REU Site:
Combinatorics, Probability, and Algebraic Coding Theory
We thank Bart, Ilaria, Luca and Sudhir Ghorpade for their help and
thoughtful discussions.



Have an excellent week!
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