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Abstract. Data as a Service (DaaS) builds on service-oriented technolo-
gies to enable fast access to data resources on the Web. However, this
paradigm raises several new privacy concerns that traditional privacy
models do not handle since they only focus on the service interface with-
out taking into account privacy constraints related to the data exchanged
with a DaaS during its invocation. In addition, DaaSs compositions may
reveal also privacy-sensitive information. In this paper we propose a pri-
vacy formal model in order to extend DaaS descriptions with privacy
capabilities. The privacy model allows a service to define a privacy policy
and a set of privacy requirements. We propose also a privacy-preserving
DaaS composition approach allowing to verify the compatibility between
privacy requirements and policies in DaaS composition. We validate the
applicability of our proposal with some experiments.
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1 Introduction

Recent years have witnessed a growing interest in using Web services as a reliable
medium for data publishing and sharing. This new type of services is known
as Data-as-a-Service services [4] [17], corresponds generally to calls over data
sources. While individual DaaS services may provide interesting information
alone, in real scenarios like epidemiological studies, users’ queries require the
invocation of several services. The DaaS composition is a powerful solution for
building value-added services on top of existing ones [15] [20]. In the context of
our project PAIRSE1 we proposed in [2] a mediator-based approach to compose
DaaSs. In that approach the proposed mediator answers users complex queries
by combining available DaaSs and carries out all the interactions between the
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composed services. Depending on available DaaSs, the mediator may return a set
of DaaS compositions all answering the same query. However, DaaS compositions
in that approach may reveal privacy-sensitive information. Privacy preservation
is indeed still one of the most challenging problems in DaaS composition. In this
paper we address the privacy issue in DaaS composition. We propose a privacy
formal model in order to extend DaaS descriptions with privacy capabilities.
The privacy model, goes beyond traditional data-oriented models, by allowing
a service to define a privacy policy (specifying how it treats its collected data)
and a set of privacy requirements (specifying how it expects consumer services
to treat its provided data) by defining a set of privacy rules. We propose also
an annotation mechanism to link DaaSs to their defined privacy polices and
requirements.

Component DaaSs in a composition may have different privacy concerns, thus
leading to an incompatibility problem between the privacy policies and require-
ments of interconnected services. The second contribution is a privacy-aware
DaaS Composition. We devise a compatibility matching algorithm to check the
privacy compatibility among privacy requirements and policies within a compo-
sition. The compatibility matching is based on the notion of privacy subsumption
and a cost model. A matching threshold is set up by a given service to cater for
partial and total privacy compatibility.

Our paper is structured as follows. First, we overview related work in Sec-
tion 2. We then describe our privacy model in Section 3. Then, we introduce the
notion of compatibility between privacy policies and requirements in Section 4,
and illustrate its importance in the context of DaaS composition and will show
how our DaaS composition approach is extended within privacy-preserving in
Section 5. We present our experiments in Section 6 and discuss future work in
Section 7.

2 Related Work

Our work is inspired and informed by a number of areas. We briefly review the
closely related areas below and discuss how our work leverages and advances the
current state-of-the-art techniques.

2.1 Privacy Aware-Data Modeling

A typical example of modeling privacy is P3P [19] standard. It encodes pri-
vacy policies in XML for Web sites and specifies the mechanisms to locate and
transport privacy policies. However, the major focus of P3P is to enable only
Web sites to convey their privacy policies. The work in [18] aims at specifying
DAML-S ontology to answer two questions: how sensitive the information is;
and under what conditions the information has that sensitive degree. Regarding
that, data providers specify how to use the service (mandatory and optional
data for querying the service), while individuals specify the type of access for
each part of their personal data contained in the service. However, privacy pref-
erences do not include the point of view of individuals over the data usage. An
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approach on the feasibility of achieving a balance between consumers privacy and
provider search has been proposed in [21]. It allows client to collect, summarize,
and organize their personal information into a hierarchical profile. Through this
profile, the client controls which portion of its private information is exposed
to the provider by adjusting a threshold. The work in [16] aims at protecting
the content of client queries and the retrieved documents. It proposes a schema
for a provider to perform similarity-based text retrieval while protecting clients
search activities. In our work, privacy resource is specified and may be related
to client, Data and Service providers levels, and not only to the provided data.

2.2 Privacy Aware-Composition

The works in services composition are closely inspired from workflow and Data
mashups composition. In [7] a framework for enforcing data privacy in work-
flows is described. In [8], the use of private data is reasoned for workflows.
Privacy-preserving mechanism for data mashup is represented in [13]. It aims
at integrating private data from different data providers in secure manner. The
authors in [12] discuss the integration and verification of privacy policies in
SOA-based workflows. The previous approaches, related to data mashup and
workflows, focus on using algorithms (such as k-anonymity) for preserving pri-
vacy of data in a given table, while in our work we go further and propose a
model that also takes into account usage restrictions and client requirements.
The works [9] [10] [6] propose using third parties as database service providers
without the need for expensive cryptographic operations. However the proposed
schemes do not allow queries to execute over the data of multiple providers and
do not take into account the privacy issue regarding service provider and data
consumer, which is the main focus of our work. In the filed of data integra-
tion, several efforts have been made to either preserve the privacy of individuals
using sanitized techniques [1] [3] or to preserve the privacy of the datasource
while running data integration algorithms over multiple databases using crypto-
graphic techniques [5]such as secure multi-party computation and encryption. In
contrast to the existing approaches, in this paper we introduce a service-oriented
privacy model for DaaS that goes beyond “traditional” data-oriented privacy ap-
proaches. Input/output data as well as operation invocation may reveal sensitive
information about services and hence, should be subject to privacy constraints.

3 Privacy Description Model

In this section, we propose a formal model to specify the privacy capabilities
attached to DaaS service (simply service) description. With this model, a service

S will define a privacy policy (noted as PPS) specifying the set of privacy practices

applicable on any collected data and privacy requirements (noted as PRS/T)
specifying the S’s set of privacy conditions that a third-party service T must meet
to consume its data. Indeed, privacy is a very subjective notion, for instance, a
given service may consider an input parameter provided to a third-party service
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Fig. 1. Graph-based representation of a privacy rule

as private; another may view the information stating that the service invoked a
specific operation of a given third-party service as private. Our model relies on
the definition of privacy resource and privacy rule. Different types of information
may be subject to privacy. We refer to such information as privacy resources
(simply resources). To take into account the type of resources, we introduce the
notion of privacy level (simply level). A graph-based representation of our model
is presented in Figure 1.

3.1 Privacy Level

We define two privacy levels: data and operation. The data level deals with the
data privacy. The resources (i.e., Resource item in Figure 1.) refer to input and
output parameters of a service (e.g., defined in WSDL). For instance, service
Sa has an operation opa called Patent-research that takes as input a user query
and returns as output PatentResults. The user query and PatentResults (i.e.,
input and output, resp.) may be both viewed as private; they are hence defined
as data resources. The operation level copes with the privacy about operation’s
invocation. Information about operation invocation may be perceived as pri-
vate independently on whether their input/output parameters are confidential
or not [11]. For instance, let us consider a scientist that has found an invention
about the causes of some infectious diseases, he invokes opa to search if such an
invention is new before he files for a patent. When conducting the query, the
scientist may want to keep the invocation of opa, query and result of query (i.e.,
the opa input, opa output resp.) private, perhaps to avoid part of his idea being
stolen by a competing company. We give below the definition of the privacy level.

Definition 1. Let rs be a privacy resource of a service S. The privacy level
L of rs is defined as follows: (i)L=“data” if rs is an input/output of S operation;
(ii)L=“operation” if rs is information about S’s operation. ♦
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3.2 Privacy Rule

The sensitivity of a resource may be defined according to several dimensions
called privacy rules. We call the set of privacy rules Rules Set(RS). We define
a privacy rule by a topic, level, domain, and scope. The topic gives the privacy
facet represented by the rule. For instance, given the representation of privacy
rule in Figure 1, the topic may include: the data right, the recipient and the
purpose. The “purpose” topic states the intent for which a resource collected
by a service will be used; the “recipient” topic specifies to whom the collected
resource can be revealed. The level represents the privacy level on which the rule
is applicable. The domain of a rule depends on its level. Indeed, each rule has one
single level: “data” or “operation”. We use the terms data and operation rule to
refer to a rule with a “data” and “operation” level, respectively. The domain is
a finite set that enumerates the possible values that can be taken by resources
according to the rule’s topic. For instance, a subset of domain for a rule dealing
with the right topic is {“no-retention”, “limited-use”}. The scope of a rule de-
fines the granularity of the resource that is subject to privacy constraints. We
consider two cases: operation and data rules. In the former case, several parts of
a service log entry may be viewed as private. Services assign one of the values
“total” or “partial” to the scope of their operation resources. If an operation
resource is assigned a “total” scope for a given rule, then the whole entry of
that operation in the service log is private. Otherwise (i.e., the assigned scope
is “partial”), only the ID of the service that invoked the operation is private.
In the case of data rules, we consider data resources as atomic. Hence, the only
scope value allowed in this situation is {“total”}. “Partial” scope may also be
considered for complex data resources (e.g., array structure). In this case, only
part of an input/output parameter is private. However, this issue is out of the
scope of this paper. Two rules at most are created for each topic: one for data
and another for operations.

Definition 2. A privacy rule Ri is defined by a tuple (Ti, Li, Di, Si) where:

. Ti is the topic of Ri,

. Li ∈ {“data”, “operation”} is the level of the rule,

. Di is the domain set of Ri; it enumerates the possible values that can be taken
by Ti with respect to rs,

. Si is the scope of Ri where Si= {“total”,“partial”} if Li=“operation” and
Si={“total”} if Li=“data”. ♦

For instance, we give two examples of rules R1 and R2, where R1 = (T1, L1,
D1, S1) with T1=“recipient”, L1=“data”,D1= {public, government , federal
tax, research } and S1 ={“total”} R2 = (T2, L2, D2, S2) with T2=“recipient”,
L2=“operation”, D1= {public} and S2 ={“total”, “partial”}. Our objective is
to propose formal privacy model with a fine granularity that allows to add, mod-
ify (e.g., add new topic) and delete rules at anytime but also to check formally
the compatibility between rules among service. It is therefore important to ex-
amine how privacy rules can be instantiated which is the focus of the subsequent
section.
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3.3 Privacy Assertion

The services will use privacy rules to define the privacy features of their resources.
The application of a rule Ri=(Ti, Li, Di, Si) on a resource rs is a privacy as-
sertion A(Ri, rs) where rs has Li as a level. A(Ri, rs) states the granularity of
rs that is subject to privacy. The granularity g belongs to the scope Si of the
rule. For instance, g is equal to partial if only the ID of the operation invoker is
private. A(Ri, rs) also indicates Di’s values that are attributed to rs. For exam-
ple, let us consider the rule R1. A privacy assertion on rs according to R1 may
state that rs will be shared with government agencies and research institutions.
We use the propositional formula (pf )“government” ∧ “research” to specify
such statement.

Definition 3. A privacy assertion A(Ri, rs) on a resource rs is defined by the
couple (pf, g); pf = vip ∧ ...∧ viq according to Ri=(Ti, Li, Di, Si), where vip,...,
viq ∈ Di; g ∈ Si is the granularity of rs. ♦

3.4 Privacy Policy

A service S will define a privacy policy, PPS, that specifies the set of practices
applicable to the collected resources. Each service has its own perception of what
should be considered as private. Defining the privacy policy PPS of S is performed
in two steps. First, the service S identifies the set (noted Pp) of all privacy
resources. Second, S specifies assertions for each resource rs in Pp. Deciding
about the content of Pp and the rules (from RS) to apply to each resource

in Pp varies from a service to another. PPS specifies the way S (i) treats the
collected resources (i.e., received through the mediator), (ii) expects any third-
party services to treat resources provided as output when S operation will be
invoked. We consider three cases: (a) rs is an input data, (b) rs is an output
data, and (c) rs is an operation. If rs is an input data or operation (cases (a)
and (c)), then A(Ri, rs) states what will a service S do with rs according to Ri.
If rs is an output data (case (b)), then S defines two assertions for rs according
to Ri; the first, noted A(Ri, rs

E), gives S’s expectation; the second, A(Ri, rs
P ),

denotes S’s practice:

. Expectation: A(Ri, rs
E) states what service S expects a third-party service to

do with rs (provided as the output of S operation) according to Ri.
. Practice: A(Ri, rs

P ) states what service S will do with rs according to Ri.

For instance, let us consider a scientist that would like to conduct some exper-
iments. Through mediator, the operation opb of the service Sb will be invoked.
opb takes as input a patient-disease and returns as output the SSN (social
security number) of the patient. The service Sb (which owns operation opb) ex-
pects that third-party services will use the given output of opb according to its
expectations since SSN is a data with higher privacy sensitivity. We give below
a definition of privacy policy and rsk refers rsE

k or rsP
k if rsk is an output data.

Definition 4. The privacy policy of a service S is defined as PPS= {Aj(Ri, rsk),

j � |PPS|, i � |RS|, k � |Pp|, rsk ∈ RS}
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3.5 Privacy Requirements

A service S will define a Privacy Requirements PRS/T stating S’s assertions
describing how S expects and requires a third-party service T should use its

resources. Before creating PRS/T, S first identifies the set (noted Pc) of all its

privacy-sensitive resources. PRS/T assertions describe the following requirements:

. The way S expects T to treat the privacy of input data, output data (e.g.,
experiment results returned by a service), and information about operation
invocation; and

. The way S treats the privacy of any output data returned by T, through the
mediator.

The aforementioned requirements are expressed via privacy assertions. Similarly
to privacy policies, requirements on outputs express service’s expectations (noted
A(Ri, rs

E)) and practices (noted A(Ri, rs
P )). For instance, the output of oper-

ation invoked (owned by a third-party service) by S concerns primary S and S

may be sensitive about how third-party service owned the invoked operation,
will treat the output of the invoked operation regarding retention time. S may

unequally value the assertions specified in PRS/T. For instance, S owns SSN and
zip−code data, S’s requirements about SSN may be stronger than its require-
ments for zip−code. Besides, S may consider an assertion more essential than
another, even if both assertions are about the same resource. For example, S
may view the rule constraining the recipients of SSN as more valuable than the
rule stating the duration for which the service can retain SSN. For that purpose,

S assigns a weight wj to each assertion A(Ri, rs) in PRS/T. wj is an estimate of
the significance of A(Ri, rs). The higher is the weight, the more important is the
corresponding assertion. Each weight is decimal number between 0 and 1. The
total of weights assigned to all assertions equals 1:

. ∀ j � |PRS/T| : 0 < wj � 1,

. ∑k
j=1 wj = 1, where k = |PRS/T|

In the real cases, the service S may be willing to update some of their privacy
requirements. For instance, it may agree to relax constraints about the disclosure
of their zip−code if the mediator requests that in exchange to offer it incentives
such as discounts. However, S will probably be more reluctant to loosen condi-
tions about the disclosure of their names. To capture this aspect, S stipulates
whether an assertion A(Ri, rs) is mandatory or optional via a boolean attribute
Mj attached to assertionA.

Definition 5. The privacy requirements of a service S on third service T is

defined as PRS/T= { (Aj(Ri, rsk), wj ,Mj), j � |PRS/T|, i � |RS|, k � |Pc|, rsk

∈ Pc, Ri ∈ RS , wj is the weight of Aj , Mj=True iff Aj is mandatory }. ♦

Other specific conditions, related to the context application, may be specified
with SPARQL conditions (as showed in Figure 1). Furthermore, services may use
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privacy protection mechanism (like k-anonymity) to sanitize its data(Figure 1).
Due to the space limitation, details of these two characteristics will be discussed
in another future work.

4 Privacy Compatibility

In this section we introduce the notion of compatibility between privacy policies
and requirements according the notion of privacy subsumption.

4.1 Privacy Subsumption

Let us consider a ruleRi=(Ti, Li,Di, Si). Defining an assertionA(Ri, rs)=(pf, g)
for rs involving assigning value(s) from Di to the propositional formula pf of
A. The values in Di are related to each other. For instance, let us consider the
domain {public, government, federal tax, research} for a rule dealing with
topic Ti=“recipient”. The value public is more general than the other values
in Di. Indeed, if the recipient of rs is declared public (i.e., shared with any
entity), then the recipient is also government and research. Likewise, the value
government is more general than research since the research is-a government
agency. To capture the semantic relationship among domain values, we intro-
duce the notion of privacy subsumption (noted �). For instance, the following
subsumptions can be stated: government � public; research � government.
Note that privacy subsumption is transitive since it models the “is-a” relation-
ship. We use ∗ to refer to the transitive closure of �.

Definition 6. Let Di = {vi1, ..., vim} be the domain of a privacy rule Ri. We
say that vip is subsumed by viq or viq subsumes vip, (1� p � m and 1� q � m)
noted vip � viq, iff viq is more general than vip. ♦
We generalize the notion of privacy subsumption to assertions. Let us consider
an assertion A(Ri, rs)=(pf, g) representing an expectation of S (resp., T) and
another assertion A′(R

′
i, rs

′)=(pf ′, g′) modeling a practice of T (resp., S). In
order for A and A′ to be compatible, they must be specified on the same rule
(Ri=R

′
i), the same resource (rs=rs’), and at the same granularity (g=g′). Be-

sides, the expectation of S (resp., T) as stated by pf should be more general
(i.e., subsumes) than the practice of S (resp., T) as given by pf ′. In other words,
if pf is true, then pf ′ should be true as well. For instance, if pf=“government
∧ research” and pf ′=‘government”, then pf ⇒ pf ′ (where ⇒ is the symbol
for implication in propositional calculus). Hence, A is more general than A′ or
A subsumes A′ (noted A′ � A).

Although some literals used in pf are syntactically different from the ones
used in pf ′, they may be semantically related via subsumption relationships.
For instance, let us assume that pf=“public ∧ research” and pf ′=“federal
tax”. Since federal tax � public, we can state that public ⇒ federal tax.
In this case, we can prove that pf ⇒ pf ′ and hence, A′ � A. To deal with the
issue of having different literals in propositional formulas, we use the following
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property: if vip ∗ viq (i.e., viq directly or indirectly subsumes vip) then viq ⇒ vip.

Definition 7. Let us consider assertions A(Ri, rs)=(pf, g) and A′(R
′
i, rs

′)=
(pf ′, g′). A′ is subsumed by A or A subsumes A′, noted A′ � A, if Ri=R

′
i,

rs=rs’, g=g′, and pf ⇒ pf ′. ♦

4.2 Privacy Compatibility Matching Algorithm

The aim of Privacy Compatibility Matching algorithm PCM is to check that

assertions in PRS/T and PPT are related via subsumption relationships (cf. Defi-

nition 7). As mentioned in 3.2 and 3.3, both PRS/T and PPT contain expectations

and practices. PCM matches expectations in PRS/T to practices in PPT and ex-

pectations in PPT to practices in PRS/T. PCM deals with the following three
cases:

Case (a) PCM matches a PRS/T assertion A(Ri, rs) where rs is an input or

operation usage, to an assertion A′(R
′
i, rs

′) in PPT. In this case, A(Ri, rs) is

a S’s expectation and A′(R
′
i, rs

′) is a PPT practice. If A′ � A then A′ and A
are matched.

Case (b) PCM matches a PRS/T assertion A(Ri, rs
E) where rsE is an out-

put, to an assertion A′(R
′
i, rs

′P ) in PPT. In this case, A(Ri, rs
E) is a S’s

expectation and A′(R
′
i, rs

′P ) is a PPT practice. If A′ � A then A′ and A are
matched.

Case (c) PCM matches a PRS/T assertion A(Ri, rs
P ) where rsP is an output,

to an assertion A′(R
′
i, rs

′E) in PPT. In this case, A(Ri, rs
P ) is a S’s expec-

tation and A′(R
′
i, rs

′E) is a PPT practice. If A′ � A then A′ and A are
matched.

Two options are possible while matching PRS/T and PPT. The first option is to
require full matching. This is not flexible since some DaaS consumers may be
willing to use a DaaS producer even if certain of their privacy constraints are
not satisfied. For that purpose, we present a cost model -based solution to enable
partial matching. The cost model combines the notions of privacy matching de-
gree and threshold. Due to the large number and heterogeneity of DaaS services,
it is not always possible to find policy PPT that fully matches a S’s require-

ment PRS/T. The privacy matching degree gives an estimate about the ratio of

PRS/T assertions that are matched to PPT assertions. We refer to m ⊂ PRS/T

as the set of all such PRS/T assertions. The degree is obtained by adding the

weights of all assertions in m : Degree(PRS/T, PPT) =
∑
wj for all assertions

(Aj(Ri, rsk), wj ,Mj) ∈ m. The privacy matching threshold τ gives the mini-
mum value allowed for a matching degree. The value of τ is given by the client
and gives an estimate of how much privacy the consumer is willing to sacrifice.
As mentioned in 3.5, we give consumer the possibility to control their “core”
privacy requirements by associating a mandatory attribute Mj to each assertion

(Aj(Ri, rsk), wj ,Mj) in PRS/T.
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5 Privacy-Aware DaaS Composition

We aims at extending the composition approach described in [2] to deal with
privacy preserving according three step. First, a functional selection of DaaS
is performed. taking as input a user query. Second, the privacy requirements
and policy attached to service are fetched, thanks to the annotation approach
developed in [14]. Third, the compatibility of privacy requirements and policies
of the services with respect to the composition is checked. In this section we give
details about these steps.

5.1 Fetching DaaS Annotations

The model developed above provides a formal background to specify privacy

requirements PRS/T and policy PPS of service S. To make these privacy capabil-
ities concretely available on service, we link them to services via an annotation
of the service. Our previous work in [14] provided a complete description about
the privacy annotation extensibility. We remind how we annotate the major de-
scription formats for DaaS (WSDL and REST annotations) according to the
aforementioned privacy model. Indeed, the specifications of WSDL allows for
the addition of new XML elements and attributes in certain locations inside a
WSDL file. We exploit these extensibility elements to associate the services op-
erations, interface inputs and outputs with their corresponding capability files.
Specifically, for each interface, operation, input and output elements, we define

a new child element called “privacy-capability” to hook assertions of PRS/T

and assertions of PRS with to S descriptions. For retro-compatibility sake, we also
provide the following rules to adapt our WSDL 2.0 annotation to WSDL 1.1. The
“attrExtensions” element defined in SAWSDL are utilized to annotate elements
that do not support attribute extensibility, such as operation and porttype.
The porttype element must be annotated as the ancestor of the interface

WSDL 2.0 element, and message part elements must be annotated in replace-
ment of input and output WSDL 2.0 elements. During the composition, the
privacy requirement description file of component service is compared to this
describing the privacy policy of service within composition as explaining in the
above subsection.

5.2 Checking Privacy within Composition

We aims at extending the previous composition approach to deal with privacy
preserving. Let us consider services in Table 1 and the following epidemiolo-
gist’s query Q “What are Ages, Genders, address, DNA, salaries of patients
infected with H1N1 ; and what are the global weather conditions of the area
where these patients reside?”. The mediator is considered as a trusted entity.
It manage the composition and handles all the interactions among services. It
answer Q by composing the relevant services as follows: Firstly, the invocation
of S1.1 with H1N1, then for each obtained patient, S4.1 is invoked to obtain
their DNA, S2.2 and S3.1 to obtain date−of−birth, zip−code and salary of ob-
tained patients. Finally, S5.1 with patients’zip−code to get information about
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S1.1($x, ?s)Input

S3.1($s, ?z, ?r )

S2.2($s, ?d, ?g)

S5.1($z, ?p)

S4.1($s, ?n)

step 1

step 2

step 3

Fig. 2. Dependency Graph of query Q

the weather−conditions. Selected services need to be executed in a particular
order in the composition plan depending on their inputs and outputs. To con-
struct the composition plan the algorithm establishes a dependency graph DG
(Figure 2) in which the nodes correspond to services and the edges correspond
to dependency constraints between component services. If a service Sj need an
input x that can be provided from an output y of Si then Sj must be preceded
by Si in the composition plan; we say that there is a dependency between Si and
Sj (or Sj depends on Si). Consequently, the mediator recognizes that services
S2.2, S3.1, S4.1 depend on S1.1 since they have a same input y (i.e. SSN) which
is provided as an output of S1.1 and S5.1 depends on S3.1.

In order to take privacy into account, if Sj depends on Si, then Sj is showed
as a consumer to some data provided by Si and this latter is showed then as
a producer from the mediator point of view. In other words, the mediator con-

siders the privacy requirements PRSi/T for service Si (since PRSi/T specifies Si’

conditions on the usage of its concerning data) and privacy policy PPSj for ser-

vice Sj (since PPSj specifies Sj ’ usage on the collected data) and checks the

compatibility of PRSi/T and PPSj by using the privacy compatibility matching
algorithm PCM (Section 4.2) within services order in DG.

For instance, let us consider DG in Figure 2. The mediator identifies firstly,
from DG, services type (i.e., consumer services, and producer services) and re-
sources related to each dependency. The parameter s is an input parameter for
the services S2.2, S3.1 and S4.1 while it is an output parameter for S1.1 and there-
fore S2.2, S3.1 and S4.1 depend on S1.1. Note that input parameters begins with
“$” and output parameters by “?”. Similarly, the parameter z is an input param-
eter for S5.1 and an output parameter for S3.1, therefore S5.1 depends on S3.1.
Consequently, mediator considers S2.2, and S4.1 as consumers services, while S1.1

is considered once as a consumer (since it input is provided by the input) once
as a producer (since it provides output for others services). The same reasoning
is observed for S3.1. In step 1 the producer is the input (i.e., the user query),
consumer is S1.1 and the private resource rs =“Patient Disease”. The medi-

ator checks the compatibility of PRinput/T and PPS1.1 . In step 2 the producer
is S1.1 and consumers are S2.2, S3.1, S4.1 and the private resource rs =“SSN”.

The mediator checks the compatibility of PRS1.1/T and PPS2.2 , PRS1.1/T and

PPS3.1 , PRS1.1/T and PPS4.1 , In step 3 S3.1 is now the producer for S5.1 and rs

=“zip−code” and the compatibility of PRS3.1/T and PPS5.1 is checked.
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Table 1. A subset of PAIRSE’s DaaSs

DaaS services Semantics services Description

S1.1($x, ?s) Returns patients SNN s, infected with a disease x
S1.2($x, ?s)

S2.1($s, ?d, ?g) Returns date−of−birth, d, and gender, g, of a patient identified by s
S2.2($s, ?d, ?g)

S3.1($s, ?z, ?r) Returns zip−code, z, and salary, r, of a patient identified by s

S4.1($s, ?n) Returns DNA, n, of a patient identified by s
S4.2($s, ?n)

S5.1($z, ?w) Returns Weather−condition, w, of a address z

6 Evaluations

To demonstrate the feasibility of our approach to privacy-preserving DaaS com-
position, we applied it to a real scenario drawn from the healthcare domain.
In the context of the PAIRSE project 2 we were provided with access to /411/
medical Web services defined on top of /23/ different medical databases (oracle
databases) storing medical information (e.g., diseases, medical tests, allergies,
etc) about more than /30,000/ patients. Among these services Table1 shows the
services that pertain to the query Q in our running example. All services were de-
ployed on top of a GlassFish web server. The resources are related to a particular
type of medical data (e.g., ongoing treatments, Allergies). For each service, we
have randomly generated privacy requirements and privacy policy with regard
to /10/ values Di set for Ri topic = “medical recipients” (e.g., researcher, physi-
cian, nurse, etc) and different values for Ri topic = “purpose” (e.g., scientific
research, academic laboratory, government, etc.). These privacy requirements
and policies are used to annotate the service description files in accordance with
the mechanisms presented in section 5. Our algorithms are implemented in Java
and run on a Intel Core Duo 2.53 GHz and 4GB RAM running Windows 7.

Table 2. Possible compositions that answer Q without and with privacy preservation

Compositions without privacy
preservation

Compositions with privacy
preservation

C1 = {S1.1,S2.1,S3.1,S4.1,S5.1} C3 = {S1.1,S2.2,S3.1,S4.1,S5.1}
C2 = {S1.1,S2.1,S3.1,S4.2,S5.1} C4 = {S1.1,S2.2,S3.1,S4.2,S5.1}
C3 = {S1.1,S2.2,S3.1,S4.1,S5.1}
C4 = {S1.1,S2.2,S3.1,S4.2,S5.1}
C5 = {S1.2,S2.1,S3.1,S4.1,S5.1}
C6 = {S1.2,S2.1,S3.1,S4.2,S5.1}
C7 = {S1.2,S2.2,S3.1,S4.1,S5.1}
C8 = {S1.2,S2.2,S3.1,S4.2,S5.1}

2 https://picoforge.int-evry.fr/cgi-bin/twiki/view/Pairse/Web/
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Fig. 3. The Experimental Results

Table 2 shows in the first column the different DaaSs compositions the composi-
tion would give without applying our privacy compatibility matching algorithm
PCM. Much of these composition may violate the privacy requirements of in-
volved services. The second column shows the possible compositions when PCM
within composition approach (of section 5.1) is applied. These compositions do
preserve the privacy requirements of involved services. We conducted a set of ex-
periments to measure the cost incurred in privacy preservation while composing
DaaS. We considered two sets of queries. The first one included queries about a
given patient, each with a different size: Q1 requests the “Personal information”
of a given patient pi, Q2 requests the “Personal information”, “Allergies” and
“Ongoing Treatments” of pi, and Q3 requests the “Personal information”, “Al-
lergies”, “Ongoing Treatments”, “Cardiac Conditions” and “Biological Tests” of
pi. The second set uses the same queries Q1, Q2 and Q3 but for all of patients
living in Lyon. All queries were posed by the same actor (researcher) and for the
same purpose (medical research). Figure 3 depicts the results obtained for the
queries in sets 1 and 2,(the time shown includes both the DaaS composition con-
struction time and the DaaS composition execution time). Set-2 (as opposed to
Set-1) amplifies the cost incurred by Set-1 at the composition “execution phase”
by a factor equals to the number of returned patients. The results for Set-1 show
that privacy handling adds only a slight increase in the query rewriting time
(note that the composition execution time is neglected for one patient). This is
due to the fact that the number of services used to retrieve privacy requirements
is limited compared to the number of services used to retrieve data (10 versus
411 in our experiments). The results for Set-2 show that the extra time needed to
handle privacy in the the composition process is still relatively low if compared
to the time required for answering queries without addressing privacy concerns.

7 Conclusion

In this paper, we proposed a dynamic and formal privacy model for DaaS ser-
vices. The model deals with privacy at two different levels: the data (inputs and
outputs) and operation levels. Services specify their privacy concerns/practices
via privacy requirements and policies, respectively. Both privacy requirements
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and policies refer to rules that may be added, deleted, and modified at any time.
The granularity of our privacy model allows defining the widest range of policies
and requirement with rich expression capabilities and flexibly manner. We in-
troduced a cost model-based protocol for checking the compatibility of privacy
requirements and policies. We have presented a preserving-privacy DaaS compo-
sition approach to resolve privacy concerns at the composition time. As future
work, we plan to extend our privacy-preserving DaaS composition approach to
tackle the incompatibilities between requirements and policies using a dynamic
reconciliation mechanism. The reconciliation of requirements and policies will be
carried out based on some negotiation protocols. We intend also to study and
improve the scalability of our proposed privacy-aware composition approach.
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